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Abstract—The goal of this project is classifying user comments
into social media groups with opposing views. In the scope
of this project, comments on Turkish and English pairs of
Facebook pages are classified with Recurrent Neural Networks
and Convolutional Neural Networks. Resulting trained models
can classify user comments into Facebook pages better than
humans.

Index Terms—LSTM, GRU, CNN, RNN, Word Embedding,
t-SNE, Binary Classification, Facebook

I. INTRODUCTION

In the scope of this project, Facebook pages of political
parties with opposing views are used. Two Facebook political
party pages whose opinions are opposite are selected and the
comments on these pages are labeled with the page opinion.
Previously, we intended to use only the comments from people
who liked the page, because if a person has liked a page this
would mean that their opinions are likely to be aligned with
the opinions of the page, so their comments in this page could
also be used for classifying the ideological stance of the user.
However, we had difficulties getting like information of a page
since Facebook Graph API does not allow getting personal
like information. Since classifying in which page a comment
is made was also an important problem, we continued with this
task. Therefore, this project classifies in which page a certain
comment was made.

II. BACKGROUND AND RELATED WORK
A. Background

Before reading this project, one should review the fun-
damental concepts of the machine learning and also binary
classification concepts. Also, recurrent neural networks and
convolutional neural networks should be reviewed properly.
High-level explanations of them are given here.

Recurrent neural network (RNN) is a type of a neural
network that has internal memory that enables it to process
sequence input. RNNs have shown great results on many
NLP tasks. Long short-term memory (LSTM) block is itself
a recurrent neural network with a memory cell that can store
information for long-term and is better than a vanilla RNN
because it handles vanishing gradients problems better. Gated
Recurrent Unit (GRU) is similar to LSTM but do not use
separate memory cells.
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Convolutional neural network (CNN) is a type of neural
network which is space invariant. Unlike artificial neural net-
works, neurons are locally connected. CNN has been proven
to be effective on NLP. Word embedding is a technique used
in NLP where words from vocabulary are represented as real
number vectors. We have used pre-trained word embeddings
as the first layer of CNN to initialize the Embedding Layer of
our network.

The main source of the project was the comments on
Facebook pages which are crawled through Facebook Graph
APL. [1] Facebook Graph API is a low-level HTTP-based API
that you can use to programmatically query data and perform
a variety of other tasks on the Facebook’s platform.

B. Related Work

In this classification task, we try to find in which of the
two opposing groups a comment was posted. There are no
significant research on this certain task but since our task is
highly related to understanding stance of a comment, related
work for this problem are mentioned in this section.

Over the past years, there have been many research on
classifying the stance of the text. But these research are mostly
in congressional debates or forums. [2] [3] [4] [5] [6] [7] There
is a benchmark dataset of stance detection on Twitter but
this research only utilizes vanilla recurrent neural networks.
[8] Lastly, a user-topic-comment neural network on Facebook
posts to understand comments’ stance on a post was proposed
in 2016 which only uses English texts. [9]

III. DATASET

Our dataset consists of comments on 2 pairs of political
party pages. The first pair is Turkish ones, AKP and CHP.
Other is English ones, Republican and Democrat. Total of
400k comments is downloaded, 100k from each page.

To collect the comments, an architecture with 4 servers
and 1 database located in West Europe is used. Each server
downloaded 100k comments from a page and saved them to
the database.

Crawling the comments were done using Facebook Graph
API. Firstly, posts of pages are downloaded using “posts”
API. Then, the comments of these posts are downloaded using



“comments” API and labeled with the policitical party the page
represents.

Facebook comments can be in various formats other than
just texts. In this study, we used only text comments. In
fact, 100k comments we crawled only includes these text
comments.

In order to simplify things while classifying comments, we
filtered only letters, dots, and spaces. Moreover, we lowered all
letters. For Turkish letters, we converted them to their English
equivalents.

We have used word2vec method to get word embeddings for
visualizing our datasets. t-SNE method is used for reducing
the dimensionality to 2 and visualizing the embeddings to see
if relationships of the words were visible by eye. Note that
plottings can be different at different runs as loss function of
t-SNE is not convex.
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Fig. 1. t-SNE representation of word embeddings from turkish dataset. Only
words with minimum count 500 in the dataset are shown here for visualization
purposes.
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Fig. 2. t-SNE representation of word embeddings from english dataset. Only
words with minimum count 500 in the dataset are shown here for visualization
purposes.

IV. METHODOLOGY
A. CNN with Word Embedding

CNN architecture used in this classification task is as in the
figure which is similar to that explained in (Kim, 2014). [10]

In order to use word embeddings in this CNN architecture,
comments are first turned into word sequences. Since tradi-
tional convolutional neural network implementations do not
consider variable size inputs, we put a 200-word constraint
on sequences and apply zero padding if there are fewer
words in a comment. Then we initialize corresponding word
vectors from pre-trained word vectors. We use pre-trained
word vectors because training data is not sufficient. We used
Fasttext English word vectors (300 dimensions) for comments
on English pages and Fasttext Turkish word vectors (300
dimensions) on Turkish pages.

200 x 300

Fig. 3. Architecture of CNN with Word Embeddings

As can be seen from Figure 4, first we have an embedding
layer. Since we initialized weights with vectors from pre-
trained word vectors, we set this layer frozen ( non-trainable
) to keep embeddings fixed. One dimensional convolutional
layers have kernel size 5 and there are 32 filters in these
layers. After convolution, there is a max pooling layer with
filter size 5. We have two convld-max pool layers and after
there is again a convolutional layer. After the last convolutional
layer, we have global max pool to reduce dimension to 2 from
3. After reducing to features to one dimension, we have a
fully connected layer with dropout. Dropout here is to prevent
overfitting and it has a rate 0.2. At the end, we have a sigmoid
function for one output. In this network, Adam optimizer is
used.

B. Character Level RNN

Recurrent models are very suitable for text data because
of their ability to keep state information through time. Con-
sidering that different groups(mainly political parties in our
case) might have different follower distributions with respect
to geography, education, dialect, we hypothesized that there
can be differences of writing the same word on character level.
For that reason, we decided to use character level recurrent
networks.

We used two variants of recurrent neural networks, LSTM
and GRU. However, in our initial tests, LSTM usually per-
formed better than GRU by a little bit, so we mainly used
LSTM in our following experiments.

Considering the tradeoff between temporal memory depth
and training time, we started using 80 timesteps in our
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Fig. 4. Keras generated architecture of CNN with Word Embeddings

recurrent models. This configuration took around 1 hour to
train in a GTX1070, and it’s theoretically able to memorize 80
characters. The average length of comments was around 70 for
dataset 1 and 77 for dataset 2, so the model was sufficient for
most of the data. Shorter comments were 0-padded at the end,
longer comments were trimmed to 80 characters. However,
we have decreased timesteps from 80 to 40 in our following
tests and didn’t see any decrease in performance. Since the
training time decreased to nearly the half, we settled on using
40 timesteps in the end.
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(None, 40, 29)

Istm_1_input: InputLayer

output:

l
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Fig. 5. Architecture of LSTM model

As can be seen from Figure 1, this model consists of 3
LSTM layers with 128 neurons each and one fully connected
layer with one neuron. We saw that shallower LSTM nets were
not able to reach 80% accuracy. They quickly converged to
a point in 70-75% range, then started to overfit with more
epochs. Higher layer counts than 3 weren’t successful ei-
ther(probably due to the size of the dataset being insufficient),
so we decided on 3 layers for our experiments.

First two LSTM layers pass sequential output to the next
layer, the last LSTM layer passes the output from the last step
to the fully connected layer. Fully connected layer outputs one
value with sigmoid activation. GRU architecture is the same
except the usage of GRU unit instead of LSTM.

100K comments from both sides in the dataset were given
as input to the network, each of which included 40 characters.



One hot encoding was used to represent each character was
represented with a 29-length binary vector.

V. RESULT AND DISCUSSION
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TABLE 1
ACCURACY
Dataset LSTM | GRU | CNN | Human
AKP/CHP 82 80 75 75~
Republican/Democrat 76 - 78 -
Note: Human accuracy was calculated for a small subset of the data.

80~% success may appear low for a binary classification
problem. However, it’s important to note that human accuracy
in this classification task is around 75%. Therefore, it’s fair to
say that trained models are successful in the task compared to
human performance.

Dataset Method | F1 Score | Precision | Recall
AKP/CHP CNN 0.7144 0.7953 0.6512
AKP/CHP LSTM 0.7963 0.8160 0.7778

Republican/Democrat CNN 0.7715 0.8052 0.7464
Republican/Democrat | LSTM 0.7599 0.7706 0.7498

As mentioned above, GRU wasn’t used in all our tests. It
reached 80% accuracy in Turkish dataset, it’s also included in
the table above.

While LSTM was better in classifying Turkish dataset, CNN
did better in English dataset. This result might be related to the
highly agglutinative [11] nature of Turkish language compared
to analytical English language. A character based model may
be able to capture the relation between the different variants of
a word better in Turkish since the root-word and morphemes
usually stay unchanged in an agglutinative language, which
would let a recurrent model share the temporal memory
parameters easily for the different inflections or derivations of
a word. In contrast, root-words are changed more frequently
in English during morphological operations, which could
diminish the importance of character level memory.

TABLE II
EXAMPLES FROM HUMAN-MODEL COMPARISON
Sentence Model | Human | Ground Truth

hayir CHP CHP CHP
evet AKP AKP AKP
hirsizlik yapa yapa aldilar yine CHP CHP CHP
insanlarin dini duygularini somurmenin s AKP CHP AKP
cok guzel konustu CHP AKP CHP
ayakkabi kutusu acildi CHP CHP CHP
akp gemiyi batirdi cmhuriyet ha CHP CHP CHP
yasasin sultan recep tayip erdogan. reis AKP AKP AKP
who is voting for this idiot Rep Rep Rep
her ignorance is showing. theyre suppres Dem Dem Dem
every day i thank god that you are our p Rep Rep Rep
yes Rep Rep Dem
yes Rep Rep Rep

Neural Activations in LSTM

After the training, some neurons may gain an ~understand-
ing” of certain structures in the language. Here, we are sharing
several examples of the images below. The method we used
is simply mapping the activations of a neuron hidden state for
each character (-1, 1) to red-blue color spectrum. Since these
are taken from intermediate layers, the activations can’t be
interpreted as the classification result, so being blue-ish and
red-ish means the same thing in this context. This work was
adapted from Karpathy’s work. [12]

Important Note: Following images contain randomly sam-
pled text from the dataset. Text content might be offensive.

The figure above is an example to an emergent understand-
ing of a word. Word “osmanli” may be important in this



osmanliyi zayif zamaninda yiktilar layik
bunlar osmanli yikildiktan sonra turkiye
dunyaya yon vermis koskoca osmanli yi ve
ne suriyeliler ne temmuz ne de osmanli s
osmanli tarihi ogretilmesi gerekiyor
aman aman ne acikli osmanli hikayesivah
turklugun devami ve yeni osmanli imparat
artik osmanli uyaniyor tek baskan tek de
osmanlida sevmedikleri muhalif kisilere
bizler buyuk bir milletizosmanlinin toru
bu geri zekali osmanli devletini kotuler
osmanli looding

burasi osmanlinin kurdugu osmanli devlet
ulan deyyuslar osmanliyi dort gozle bekl
osmanli imparatorlugunu kisa surede cok
osmanli elbette sirp a ermenilere rumlar
Fig. 8. Layer 2 Neuron 39 - Activations in several comments including
”osmanli”

context due to the difference in usage frequency between two
parties.

8

akprezarusvetsaatpara kasalariayakkabi k
akprezarusvetsaatpara kasalariayakkabi k
ayakkabi kutusu

aldigi ayakkabiya bi bakin utanmaz siyas
ya bunlar odalardaki ayakkabi kutularind
sizin daha oncede ayakkabi kutularinda v
ayakkabi kutusu diye aylarca yalan iftir
lastik ayakkabiyla mutluluk duyan gercek
siz ayakkabi kutularinizin pesinden
ayakkabi kutulai ne oldu ya
akprezarusvetsaatpara kasalariayakkabi k
dayinin ayakkabilari kocaman ayagina buy
ayakkabi kutularindaki paralarin hesabin
ayakkabi alirken kutusunu bile alamaz ol
ayakkabi kutulari unutuldu.

ayakkabi kutulari unutuldu.

ayakkabi alirken kutusunu bile alamaz ol
ayakkabi kutusunu unutmadik

ayakkabi kutularindaki paralar neden man
siz ayakkabi kutusu derken dolar yukseld
Fig. 9. Layer 2 Neuron 8 - Activations in several comments including

“ayakkabi kutusu”

The figure above shows that the neuron gained an understanding of the phrase
“ayakkabi kutusu”. Words alone doesn’t mean anything of significance and
the words combined has a different political meaning

yun ..
yok coook guzel bir konuya degindi beyle
bu iki yuzlulugu de asmis her ayak var k
bunlar muslumansa egeEflezZani kinEumfkcey
amin

inindenNEEKSIEATNSsSin yigifller gostersin
yasindaki kizlarin iliskiye girip okulu
canimiz malimiz it

lan oglum senin gibi dusunen yavsaklar
amin

izle gercekleri gor httpsyoutu.bezcbjivqg
senden adam olmaz orespu cocugu simdi si
hatice esref yigitcan

salim simsek abi izle

izle gercekleri gor httpsyoutu.bezcbjivg
yasindaki kizlarin iliskiye girip okulu

Fig. 10. Layer 2 - Activations of a neuron

As seen from the Figure 10 and Figure 11, layer 1 neurons
activate and de-activate quicker in temporal space compared
to layer 2 neurons.

VI. FUTURE WORK

We believe the work we have done in the scope of this
project can be extended to many other social media. In fact,

siktir git sahtekar belliki sende icimiz
yazik. ..

evet samimiyet onemli Fakliflen ve takli
engin erceli bifFol duygun

vatan islam din dusmani yasar nuri gibi

ozturk ozturk ozturk teyze gecen dedim o
ewettttttttt

buyuk baskan baba rte

o degilde se turkiyeye gelme zaten. gel
buyuk baskan baba rte

zaten ulkeyide rte kurdu

maymuna fes giydirmisler..

kopegin duasi kabul olsa gokten kemik ya
musluman dualarla anmali kornalarla degi
hata yapmissa silahlari geri toplasin i
hata yapmissa silahlari geri toplasin il
vatan sana canim feda

halk bankasinla guruf duyuyorum. boyle b
vatan sana canim feda

vavsak

Fig. 11. Layer 1 - Activations of a neuron

utilizing capabilities of other social media can provide us with
better information to understand social affinities of people. For
example, Facebook Graph API does not give the list of likers
but Twitter permits getting the list of followers.

Also, rather than providing only comment information to
the model, some other contextual information can be added to
classification. These can be a Facebook post that comment was
made or information about the commenter. For example, the
specific topic of the post text or age, gender of the commenter
can be included in the classification.

VII. CONCLUSION

Comments on Facebook pages have some characteristics
that can be distinguished from each other. This holds true
for both Turkish and English languages. Due to their high
memorization capacity, carefully trained deep learning models
can surpass human performance on this prediction task.

All in all, computers can predict the page of a person’s
comment with high accuracy, better than humans. However,
this is still not enough for fully determining the person’s
ideological stance. In order to enhance the prediction, more
information about the person and their activity should be used
with neural networks.
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